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Abstract—Domain-specific ontologies support system design
and can establish a framework for fulfilling user-level, safety, or
ethical requirements. The IEEE 7007-2021 Ontological Standard
for ethically driven robotics and automation systems is the
first industry standard to introduce a structure of ontologies
concerning robot ethics and related fields, such as data pri-
vacy, transparency, responsibility, and accountability, offering
a systems science approach to support the ethically aligned
design of complex cyber–physical systems (CPSs) and robots
particularly. This article provides a comprehensive overview of
the main ontological commitments composing the foundation of
the standard, the rationale behind their development, together
with use cases of applications. Future directions for ethically
aligned robotics and artificial intelligence (AI)-based systems
along IEEE 7007-2021 are outlined, taking into account the
exponentially growing fields of service and medical robotics.

Index Terms—Accountability, automation, ethics, ontology,
privacy, responsibility, robotics, standards, transparency.

I. INTRODUCTION

THE PAST years have seen an increasing global push
for considering applied ethics in the design (ethics-by-

design), in relation to the development, deployment, and usage
of artificial intelligence (AI)-based applications in general.
Intelligent systems, systems of systems, and robotics and
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automation (R&A) domains are affected predominantly [1]. In
particular, in 2016, one could witness the major effort con-
ducted by IEEE entitled The IEEE Global Initiative on Ethics
of Autonomous and Intelligent Systems [2]. This initiative
brought together experts from various societies, application
domains, and geographies, to reflect on the key issues and
propose high-level ethical principles and recommendations for
creating ethically aligned intelligent cyber–physical system
(CPS) [3].

One of the activities originating from the Global Initiative
was the IEEE 7000 Series,1 which consists of a set of standard-
ization projects aimed at developing industry standards dealing
with aspects of ethics in design and operation of intelligent
systems. This article relates to the IEEE 7007 Project and
extends previous work [4], providing a detailed description of
the IEEE 7007-2021 Ontological Standard for ethically driven
R&A systems (ERASs), which was published officially by
IEEE in November 2021.2

As AI-based systems are rapidly growing in size and
complexity, it becomes paramount to have clear definitions of
the system components with ethical implications, thus com-
munication about ethical notions becomes less error-prone,
either by artificial agents or by humans and institutions. The
IEEE 7007-2021 proposes a set of well-founded ontologies,
called Ontologies for ERAS, with vocabulary and definitions
for describing the components and dependencies of ethically
driven systems.

In computer science and related areas, an ontology is a for-
mal and explicit specification of a shared conceptualization [5].
In line with this, an ontology is a machine-processable artifact
that captures a common understanding of the conceptual
structure of a given domain, by specifying the types of entities
that are supposed to exist according to a community and that
makes explicit the assumptions made by the practitioners of
that community regarding those domain entities. Ontologies
represent the conceptual structure of a domain through a
set of classes of domain entities, relationships between these
classes, properties (or attributes) that characterize them, and
axioms that impose constraints on the possible interpretations
of classes, relationships, and properties.

1https://ethicsinaction.ieee.org/p7000/
2The IEEE Ethical standards are available fee under the IEEE GET program

(https://ieeexplore.ieee.org/browse/standards/get-program/page/series?id=93).
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ERAS includes five ontologies that deal with aspects
ranging from norms and agent actions, to privacy,
transparency, norm violation, and responsibility. It extends
from IEEE 1872-2015 standard [6] that introduced a collection
of ontologies about central concepts in R&A, chief among
which is the core ontology for R&A (CORA) [7].

Ontologies provide a formal artifact on which to base
tasks, such as agent communication, data exchange, and high-
level reasoning. Such capabilities have already been leveraged
in various systems science and R&A applications [8], [9],
[10], [11]. Given their systematic approach to vocabulary
definition and representation, ontologies inherently constitute
efficient bases for industry standards. This attribute motivates
the development of formal standards using ontologies, both in
the R&A and other fields [12], [13].

The formal vocabulary defined by the ERAS standard
enables unambiguous dialog between researchers and stake-
holders across many diverse disciplines and communities
involved with or affected by ethical R&A systems. The
facilitation of such dialog will be extremely important as R&A
and other information and communication technologies (ICTs)
are applied in support of resolving the complex social and
technological challenges confronting the world.

In this regard, the unique contributions of the ERAS
standard are twofold: first, it may influence regulations in the
field of ethical R&A systems, and second, the deployment of
R&A systems conform with the standard may contribute as
ICT artifacts supporting important social-technological goals,
such as the 17 UN Sustainable Development Goals described
in [14] and [15]. Other novel aspects are the contributions
toward the development of trustworthy autonomous systems
and the provision of guidelines for verification, certification,
and assurance of autonomous AI systems.

This article aims to provide a comprehensive overview
of the IEEE 7007-2021, to guide the reader through the
logic and structure of the ERAS, with examples highlight-
ing possible applications. It is expected that beyond R&A
research groups, development teams in the industry will
also find it applicable, and the methodology provided will
become a highly applied standard across the CPS domains.
More specifically, the ERAS is composed of the following
ontologies.

1) Top-Level Ontology (TLO): An ontology with funda-
mental commitments used by other ontologies in the
standard.

2) Norms and Ethical Principles (NEPs): A core ontology
defining the main principles involved in ethics and
ethical behavior, such as norms, plans, and actions.

3) Data Privacy and Protection (DPP) Ontology: An ontol-
ogy detailing notions related to privacy and protection,
inspired by current regulations on the topic.

4) Transparency and Accountability (TA) Ontology: An
ontology for the characterization of autonomous system
behaviors involved with composing and providing infor-
mative explanations for system plans and agent actions.

5) Ethical Violation Management (EVM) Ontology: An
ontology for characterizing situations in which agents
fail to conform with prescribed norms.

Fig. 1. Overview of ontologies and their dependencies in the IEEE 7007.

This article is organized as follows. Section II describes the
main ontological commitments of ERAS and its components.
Section III presents an example use case and Section IV
finishes with final remarks.

II. ONTOLOGIES FOR ETHICALLY DRIVEN R&A SYSTEMS

The domain of ethically driven R&A is quite complex,
encompassing fields with distinct methodologies and view-
points, going from Engineering to Law. To cope with the
formalization of a relevant vocabulary and ontological com-
mitments into a coherent structure, the Working Group applied
three strategies. The first was to design the ERAS ontology
as a middle-level core ontology positioned between a top
foundational level and a bottom application domain level.
The second was to partition the domain into four separate
subdomains. The third was the application of the model-driven
architecture (MDA) methodology as applied to ontological
engineering [16], [17]. The MDA architecture entails four
modeling levels: 1) an M3 meta-metamodel level; 2) an
M2 metamodel level; 3) an M1 model level; and 4) an M0
instance model level. M1 level models are framed from a
“separation of concerns” perspective regarding commitments
that distinguish between platform-independent models (PIMs)
and platform-specific models (PSMs).

The four ERAS subdomain ontologies depicted in Fig. 1 are
composed as M1 level PIMs with no commitments to specific
implementation technologies. That is, each ERAS subdomain
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TABLE I
EXAMPLES OF INFORMAL DEFINITIONS AND AXIOMS

is defined as ontologies where no specific M0 model level
instances are specified. The terminology for each ERAS
subdomain is defined as a collection of hierarchical classes
for concepts with binary and ternary relationships between the
classes. The core formally specified ERAS commitments pro-
vide a framework for application-specific models to elaborate
and extend the ERAS M1 PIM ontology models as shown in
the lower part of Fig. 1. Application-specific PIM ontology
models extend the core models with relevant M1 concepts and
relationship commitments for the application, which are then
transformed into PSM commitments for selected technology
and implementation platforms. This separation of concerns
facilitates the focus on “what” before making commitments to
“how” as well as enabling the shared reuse of the ERAS core
commitments across multiple “to be determined” application
domains concerned with ethically driven autonomous systems.

As described previously, the principal aspects of an ontology
are the formal axiomatic definitions for the shared conceptual-
izations and semantic commitments specified in the ontology.
To facilitate a complete formalization of the ERAS core
vocabulary, the ERAS standard also includes formal axioms
for a TLO which consists of a foundational set of concepts
and relationships. The TLO terminology is discussed further
in a subsequent section of this article.

The IEEE 7007-2021 is organized in the usual format
for IEEE standards. It is composed mainly of normative
definitions expressed in the common logic interchange format
(CLIF, [18]), augmented with informal textual descriptions
along with informative UML diagrams (Table I presents two
examples of informal definitions and axioms). Table II lists

TABLE II
STATISTICS ON ONTOLOGY CONSTRUCTS IN IEEE 7007

the number of concepts, relationships, and semantic axioms
for each subdomain and the TLO ontology. The standard also
includes informative definitions for each term defined in the
ontologies, as well as four example use cases, employed in
the domain analysis discussed previously.

A. ERAS Top-Level Ontology

A frequently employed framework for ontology composition
partitions relevant descriptions and formal semantic defini-
tions into three levels, a top foundational level, a central
core level, and a lower domain application level for one or
more application-specific set of conceptual commitments. The
ERAS ontology is positioned as a middle core ontology. As
shown in Fig. 1, the ERAS ontology is composed of four
subdomain ontologies, each of which is defined with normative
CLIF axioms and informative UML class diagrams. Further,
the core-level semantic axioms defined in the ERAS subdo-
main ontologies refer to or “access” a relevant set of top-level
foundational axioms. This insures complete and consistent
semantic definitions specifying the ontological commitments
for each ERAS subdomain. The TLO provides a minimal set
of such foundational commitments (Fig. 2). Whereas other
foundational ontologies attempt to prescribe broad, general-
purpose conceptualizations and terminology applicable to
many lower-level ontologies and divergent applications, the
TLO is intended only for providing complete CLIF formal-
izations of ERAS subdomain axioms. However, to facilitate
possible alignments with other foundational ontologies, the
selected TLO categories and commitments are very similar
to those found in SUMO [19], GFO [20], UFO [21], and
KR [22].

At top level, the TLO ontology separates entities on their
existence in space–time. Physical entities exist in space–
time, including every-day objects and events (Fig. 2). Abstract
entities include propositional entities, such as descriptions,
in addition to properties and collectives. As with other top-
level ontologies, continuants denote physical objects, including
agents and information artifacts (e.g., books), as well as
situations. Situations are aggregates of other entities and
relationships representing a particular part of reality that can
be perceived by some agent. TLO concepts also distinguish
between processes (e.g., music concerts, cooking, and kick-
ing), from events, which are parts of processes. Additional
TLO concepts to provide context and semantic commitments
for other ERAS ontology subdomains include the abstract con-
cepts of Methods and Plans. Examples of informal definitions
and CLIF axioms for the terms Method and Plan are provided
in Table I.
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Fig. 2. UML diagram of the main concepts and relations in ERAS TLO.

Fig. 3. UML diagram of main concepts and relations in NEPs subdomain ontology.

B. Norms and Ethical Principles Ontology

The NEPs Ontology formalizes a vocabulary for the unam-
biguous description and communication of ethical behaviors
expected from agents that claim or attempt to adhere to ethical
theories and the norms associated with them. As shown in
Fig. 3, both norms and ethical theories are methods, which are
descriptions of processes that reflect fundamental ontological
commitments in NEP: norms, such as rules and laws, to denote
how agents should or should not act.

Within that context, the NEP terminology describes a
general process, where agents act by executing actions that
implement plans, satisfying norms prescribed by ethical theo-
ries. These plans may be a part of provisioned plan repertoires
constrained by ethical theories, from which agents may select
relevant plans. For example, a care robot could be programmed
for selecting plans from a repertoire that is constrained by

medical duty theory of ethics, such that actions implemented
by the robot could be restricted to plans prescribed by this
theory. Note that NEP does not describe what constitutes
ethical behavior in a given context. It just tries to state
the minimal set of ontological commitments necessary to
represent a situation where an agent follows or not some
ethical theory (see Section II-E for representation of ethical
violation).

The NEP Situation category extends the TLO Situation
category to represent an agent’s intentions and context. An
agent’s perception of its environment is represented as a
situation and is used as a basis to select and apply plans
deemed relevant for the current recognized situation.

The NEP subdomain’s model and vocabulary enable the
description of scenarios where agents select plans which entail
norms that should be satisfied by the plan actions contained in

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 
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the selected plans. The type of norms involved depends upon
the ethical theory or theories subscribed to by agent plans that
are selected by agents based on perceived situations.

Note that the plan selection can also be constrained by
ethical theories and that such ethical constraints might exist
even in simple reactive robots. For example, consider a simple
industrial robot that is programmed to halt operation as soon
as it detects movement in its operating area. It can be said to
be selecting plans constrained by some sort of deontological,
normative ethics implemented in its code-base at design stage.

NEP also assumes that social collections, like communities
or companies, might influence norm applicability and conse-
quently agent actuation in the environment, similar to what
happens with humans when they are interacting with others in
different environments. For instance, social rules employed in
a familiar context are different from those applied in a business
environment.

Several NEP concepts and relations defined in the standard
are not shown in Fig. 3. These include categories, such as
Agent Role, Action Rationale, Ethical Dilemma, and sub-
classes for the TLO Agent Communication concept. The Agent
Role category is used to associate capabilities, rights, and
obligations to an agent enacting the role. For example, an
Agent assigned and enacting a Caregiver role would have
the responsibility of representing and protecting the person
dependent upon the caregiver. The Action Rationale category
attributes logical justifications for a plan action. The principle
of autonomy could be the logical rationale for an elderly home
care agent to acquiesce to the elder’s refusal to take medicine
at a prescribed time. Agent Communication subcategories
consist of Explanation, Query, Answer, and Task Assignment
concepts to distinguish between the different illocutionary
forms used by agents, such as in an interaction to enable
system transparency. The Ethical Dilemma category accounts
for cases where two or more norms associated with a plan
action conflict or where none of the choices for normative
behavior is deemed unambiguously acceptable. Refer to the
IEEE 7007-2021 for more details.

C. Data Privacy and Protection Ontology

The DPP Ontology specifies a vocabulary for describing
ethical behavior related to proper treatment and use of personal
data by robotic and autonomous systems (Fig. 4). The DPP
subdomain focuses primarily on ethical aspects since many
legal principles are currently defined in regulations like GDPR
(EU Regulation n. 2016/679.3)

In addition, the concepts expressed in existing regulations
about data protection and privacy throughout the world were
used as background and context for the conceptualizations
and formal axioms defined for the DPP subdomain. Since
this area of law is becoming increasingly complex and reg-
ulated, it is expected that it will continue to change rapidly
with advances in technology and cultural expectations. As a
consequence, the DPP terminology was centered around core
concepts and relationships, expected to be general enough to
accommodate current and future developments in the DPP

3http://data.europa.eu/eli/reg/2016/679

domain. Still, specific domain applications need to take into
account discrepancies between the vocabulary incorporated in
this ontology and their possibly distinct interpretations across
local, regional, and national jurisdictions. Expected ethical
behavior for robotic and autonomous systems, in this domain
requires that agent plans for the systems abide by the DPP
constraints in effect for their area of operation and as they
pertain to their interactions with people.

One of the conceptual categories in DPP is Personal Data.
An instance of personal data is an information artifact which
is about some person. The IEEE 7007-2021 defines further
subcategories of personal data, such as health and economic
data. In this view, any digital file that encodes information
about someone is considered personal data.

Personal data might be collected in “personal data transac-
tion,” as part of an “data access process” which is administered
by a data “controller” according to some provisioned data
“access policy.” Note that data access consent is captured by
the ternary relation “consents to.” For example, John (Person)
might consent to share a pdf of his medical record (Personal
Data) with Hospital X (Controller) as part of Hospital X
admittance process (Data Access Process), in which John
sends the pdf file by email (Personal Data Transaction).

Also, note that the data access policy implements some
data access principle. A data access principle defines general
guidelines about implementation of data access in a given
context. Those include principles, such as privacy by design,
data protection by design, data protection by default, and
human rights by design.

Other parts of the DPP ontology relate to common data
access roles in privacy regulations around the world, such as
the distinction between “data controller” and “data processor.”

D. Transparency and Accountability Ontology

The transparency of robotic and automated systems is
defined as the extent to which such a system discloses the
processes or parameters that relate to its functioning [23]. Such
transparency makes possible the discovery of why and how a
system decides to behave appropriately, or not, for its situated
environment [2], [24].

The definition of transparency has been elaborated in several
works [25], [26], in different contexts, such as intelligent
systems [27] and human–robot interactions [28], as well as
in standards such as IEEE 7001-2021 [29]. However, the
IEEE 7007-2021 standard proposes for the first time an
ontological definition of the transparency concept [4].

The TA Ontology formalizes a vocabulary for the char-
acterization of autonomous system behaviors involved with
composing and providing informative explanations for system
plans and agent actions. Some of the associated concepts and
relationships involved are depicted in Fig. 5.

Ethically aware agents would normally be expected to have
the ability to be transparent in their interactions with other
agents. This means they should be capable of communicating
intentions, perceptions, and goals in a manner that permits
authorized users and collaborating agents to understand past,
present, and future behaviors. The Explanation category, as

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 
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Fig. 4. UML diagram of main concepts in DPP ontology.

Fig. 5. UML diagram of main concepts in TA ontology.

a subcategory of TLO Agent Communication, classifies this
exchange of information as a response to requests received
from an external agent that initiates the agent communication
action event. The explaining agent formulates the discourse
content that is “expressed in” the explanation and “is account-
able for” the information contained within the Explanation.

To formulate the requested explanation, the agent has access
to an explanation plan repertoire which includes relevant
explanation plans. The agent selects an appropriate explanation
plan which will “determine what to explain” and “determine
how to explain.” The selected explanation plan takes into
account the transparency concerns of the audience to which the
explanation is provided. The semantics of discourse content
and explanation is given by three relationships: “provided
for,” “mitigates,” and “addresses.” As depicted in Fig. 5, an
explanation is “provided for” an audience, and it “mitigates”
the Transparency Concerns that an Audience may have. The

discourse content “expressed in” the explanation “addresses”
those transparency concerns. For instance, an ethically aware
medicine delivery robot (Agent) might be accountable for
responding to a request from a head nurse (Audience) to
explain (Explanation) why a certain medicine was not deliv-
ered to a patient on time (Transparency Concern).

In order to compose the discourse content to be “expressed
in,” the robot may access a wide variety of data relevant
to the circumstances of the request, such as intrinsic data,
extrinsic data, and content provenance. Agent intrinsic data
refers to data that is generated by or composed about the
Agent. Examples include plan data, action execution traces,
interaction traces, and agent static data (e.g., user manuals,
design specifications, principles of operations, or verification
metrics). Each of these subcategories is formally defined in
the IEEE 7007-2021 Std. Agent extrinsic data classifies data
that is not directly about or affiliated with the agent but

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 
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Fig. 6. Partial UML diagram of EVM ontology.

which is about external world circumstances in the agent’s
situated environment. These include, for example, data about
current weather and news articles. Content provenance data
refers to metadata information about the other pieces of agent
data regarding the sources, agents, and processes involved in
the generation and composition of the information formulated
in the discourse content. This information authenticates the
formulated discourse content and is used to assess the quality,
reliability, and trustworthiness of the subject data provided in
an agent’s explanation.

Returning to the medicine delivery robot case, the explana-
tion could communicate the facts that another nurse canceled
the order (Intrinsic Data), or that the medicine was not
available (Extrinsic Data), as well as providing metadata such
as medicine inventory files or nurse logs (Content Providence).

Note that the agent creating and providing explanations can
also be a human–robot designer. In that case, the explanation
might be an interaction between a designer and a regulator on
why a given autonomous system behaved in a particular way.
In that case, agent data is about the autonomous system itself.

E. Ethical Violation Management Ontology

The EVM Ontology (Fig. 6) formalizes a vocabulary for the
characterization of circumstances where ethically committed
agents fail to successfully conform to the norms prescribed by
the ethical theory governing the plans applied by the agent and
which consequently, results in unethical behavior. When such
a situation occurs, one or more norm violation action events
can be detected by an ethical behavior monitor. An ethical
monitor is an object that can be realized by an agent system
component or by another agent (e.g., a robot or human).

Once detected, a norm violation elicits a responsibility
ascription that is a social interaction process that assigns
responsibility for a norm violation to an agent by another
agent or agency acting in an authoritative role. Since a norm
violation can be either a violation of an ethical norm or a legal
norm, the responsibility ascription process has specializations
for each type. A legal responsibility ascription may have a
liability sanction associated with it.

Let us assume, a given care robot that fails to promptly
dispense medication for its user at the prescribed time might
be found to have violated a bio-ethical norm of nonmalefi-
cence by a human operator (Ethical Behavior Monitor). The
responsibility for this particular violation event might then
be attributed to the robot designer company, which might be
justified in a number of ways.

Ascription of responsibility for a norm violation is justified
by an ascription justification. This is an information artifact
that the agent or agency participating in the responsibility
ascription formulates and that is composed of one or more
grounds for ascription. Grounds for ascription are given by
a collection of factual circumstances, causal events, agent
accountability, and legal or ethical obligations that contribute
to the norm violation. More specifically, agent roles assigned
to or enacted by agents impose accountability descriptions.
These are descriptions, such as age, physical state, mental
state, capabilities, intentions, knowledge, role responsibilities,
and authority.

Another major contributor to grounds for ascription is event
causation. The EVM ontology defines Event Causation as a
subcategory of the TLO Interaction Process which classifies
the constituent process entities that identify the actor, the
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action that caused the violation, and the resulting norm
violation effect.

Coming back to the previous example on the care robot, the
justification for ascribing responsibility to the robot designer
might be justified on the grounds that an incorrect assembly
of a robot component caused a malfunction, which generated
the violation incident (Event Causation).

The features described in the EVM subdomain strengthen
requirements for transparency, accountability, and respon-
sibility including associated Legal notions in Robotic and
Autonomous Systems. It also addresses explainability in the
behavior of Robotic and Autonomous Systems. Consequently,
concerns often raised around the management of potential
harms and unethical behavior in Robotic and Autonomous
Systems are adequately addressed with appropriate seman-
tic commitments. Formalizing ontological categories such as
Agent Plan, Agent Action and Ethical Behavior Monitor
provides a consensus vocabulary to describe aspects of system
failures due to both commission and omission on the part of
the autonomous system. The EVM further addresses multiple
Agencies with distributed responsibility to accommodate situ-
ations involving System of Systems.

The EVM ontology includes the characterization of other
commitments not shown in Fig. 6. For instance, it allows
different responsibility levels for autonomous systems based
on the socio-technology governance maturity level achieved
by a government [30], [31]. Note, however, that the EVM
ontological commitments prevent the characterization of an
autonomous system acting as a single agent from being
ascribed responsibility for any type of norm violation. The
reason why an autonomous system acting as a single agent
cannot be ascribed responsibility for any norm violation relates
to ethical and legal considerations. From a legal perspective,
autonomous systems do not have the legal personality to
be able to make claims, have claims made against them,
or suffer any punitive measures for norm violations. Rules
contained in law are predicated on human conduct and action
and attributable to natural persons. Where the law provides
for legal personality of nonhumans, such as corporate entities,
this is because the latter are able to act in the legal sphere
due to humans working within and representing them. This
would not be the case for autonomous systems operating on
their own [32]. From an ethical perspective, an autonomous
system does not possess moral agency to be able to distinguish
right from wrong, or what is harmful and what is not. No
moral wrong or harm could be inflicted on the system,
and there would be no effective moral or legal sanctions
against it [32], [33]. Since humans are involved in the design,
development, and deployment of autonomous systems, any
wrongs or harms caused by such systems can be attributed
to existing natural and legal people. The EVM core axioms
restrict autonomous system agent responsibility ascription to a
set of specific system ethical norm violations and when human
agents are involved in the collective distributed responsibility
chain.

Consider again the example care robot that fails to deliver
medication at a prescribed time. A distributed responsibility
ascription could ascribe both the designers of the robot and

the agents involved with the delivery and configuration of
the system. This is an important aspect given that last-mile-
delivery robotic systems in the medical domain have recently
been developed and deployed without thorough testing, while
the medical clearance requirements are mandatory [34], [35].

III. EXAMPLE SCENARIO AND USE CASE MAPPING

The following emergency response (EMR) scenario adapted
from [36] illustrates a conceptual mapping example for an
application that adopts the ontological commitments of the
IEEE 7007-2021 standard [37].

The scenario involves an autonomous agent deployed with
human teams responding to flooding event emergencies. The
robot assistant facilitates human team members by prompting
or recommending plans and actions appropriate for perceived
situations. The plans and actions recommended by the robot
are constrained by the following two ethical norms.

1) Obligation Norm: It is obligatory to deploy emergency
services to an area experiencing a high risk of flooding.

2) Prohibition Norm: It is forbidden to evacuate people into
an unsafe area.

The commitments of the ERAS ontology are applied in
this example by composing an M1 model that extends the
ERAS M1 model with two NEP Agent subclasses, three
associated NEP Agent Plan subclasses, and two TLO concept
subclasses. Fig. 7 illustrates the model subclass extensions.
Depicted are the subclass relationships connecting the nine
application domain concepts with relevant NEP and TLO
subdomain concepts.

This application domain extension of the core NEP ontology
enables the design of an EMR robotic assistant to be provi-
sioned with suitable agent plans capable of advising human
team members during flooding events. Such plans would
suggest when and where to send support resources and when
and where to evacuate residents in high-risk areas. Selection
and execution of these agent plans differ from conventional
BDI autonomous designs in that the robotic agent in this case
is constrained by the two example ethical norms.

To complete the example and to illustrate an associated map-
ping of ERAS CLIF axioms to OWL DL, a partial M0 model
expressed in OWL2 Manchester syntax [38] accompanies the
M1 extended model. The Appendix presents mapped axioms
for the extended class definitions with a few selected instances.
The two ethical norms for the scenario are mapped as SWRL4

rules [39] and are also shown in the Appendix. To facilitate
the formalization of the EMR M0 assertions and SWRL rules,
four additional relationships are also defined.

IV. DISCUSSION

The publication of the IEEE 7007-2021 Ontological
Standard for ERASs provides the first ontology standard
documenting a consensus agreement among a diverse com-
munity of stakeholders on the concepts and terminology for
the target domain of ethically aligned autonomous systems.
It documents each term in the vocabulary with normative

4SWRL is an acronym for Semantic Web Rule Language.
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Fig. 7. Partial UML diagram for EMR robot application.

axioms expressed in a first-order logic notation (CLIF) and it
augments its formalization of concepts and relationships with
informative natural language definitions and accompanying
graphical models using UML class diagrams.

The resulting vocabulary and semantic commitments
enable abstract descriptions characterizing what it means for
autonomous systems to exhibit ethical behavior. However,
ERAS does not prescribe specific instances of ethical norms or
affiliated ethical theories, nor does it define how to implement
such systems. This is important since the target domain is
emergent with extensive work in progress or in plan. As a
consequence, ERAS is framed with the expectation that the
conceptualizations will need to evolve and adapt to future
development and regulatory constraints as the technologies,
norms, and social principles evolve and change.

In addition to the many academic papers cited in the bibli-
ography of the standard, several other sources of background
information contributing to the formulation of the ERAS onto-
logical commitments included legally binding instruments,
nonlegally binding ethical standards, governmental, and NGO
frameworks and guidelines.5

5Such as legally binding instruments [40], 2016 EU GDPR, 2019 OECD
Recommendation on AI, 2019 G20 Human-Centered AI Principles, 2019 EU
Ethics Guidelines for Trustworthy AI, 2019 IEEE EAD, 2015 UN Sustainable
Development Goals, BS 8611:2016, ethical design and application of robots,
UNESCO’s Recommendation on Ethics of AI, and possibly others.

A computational system built on the top of the ERAS
ontologies will be able to reason and make inferences about
the instances of the concepts and relationships represented by
the ontologies and provide answers to questions.

1) What are the ethical dilemmas faced by the system and
how to address them?

2) What are the norms and principles that need to be
satisfied by the agent plan?

3) What norms and principles are of particular interest of
a specific social collection?

4) What access policy was used to process a particular
data?

5) What are the data used in a particular agent explanation?
6) What sanction is ascribed to an agent from a norm

violation that led to negative event causation?
7) Who is responsible in case of norm violations?
Answers to questions like the aforementioned provide a bet-

ter understanding of a system’s technology and, consequently,
improves users trust in it. Such answers also enable analysis
and scrutiny of the system thus supporting audits, as well as
the communication and transmission of information among
different stakeholders.

In relation to the latter, an ontological framework like
ERAS can help to foster cooperation with different countries,
particularly important where there are cross-jurisdictional
applications and implications of using such systems. The basic
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component of any governing framework is data. Data refers
to a collection of values that the global community judges
relevant about subjects, situations, scenarios, laws, stakehold-
ers, environment, etc. Data can be divided into raw data
and information. Raw data refers to any data that is directly
observed and/or collected, while information refers to any data
processed by a transaction that aims to make inference, elicit
patterns, make estimations, and so on. All these data can be
collected and represented by ERAS ontologies.

With data from different scenarios, one can better under-
stand issues and solutions and use them to elaborate
recommendations, public policies, and soft and hard laws at
national, regional, and global levels.

In this sense, a governing framework, grounded on ERAS
ontologies, would have several benefits.

1) It can store and represent data in a standard format to
be used in different scenarios and places. A country or
region can access the data collected and analyzed by
other countries and/or regions.

2) It enables democracy fostering citizen participation via
the communication channels to get data locally and
shared globally.

3) It can be used to share and exchange information for
technical and nontechnical purposes, e.g., sharing best
practices or information about a particular subject.

4) It can be used to provide information tailored for
different audiences.

5) It can enable precise and unambiguous communication
among different stakeholders.

6) It can be used for human and institutional capacity
building. Issues and recommendations can be used for
police-makers’ capacity building and also for training of
new professionals in the digital domain.

It is expected that the ERAS ontologies can serve as refer-
ence guide for future normative and legal policies developed
by stakeholder communities in the domain. For stakeholders
involved with robotic and autonomous system life cycles it
will be important to develop certification and verification
processes to strengthen the public’s confidence that such
systems will cause no harm, that their limitations are known,
and that there will be human accountability regarding their
use. Combining the ontology commitments of the IEEE 7007-
2021 Std. with certification methods identified by the IEEE
ECPAIS (Ethical Certification Program for Autonomous and
Intelligent Systems) Standard will help establish policies and
processes for the ethical certification of products, services, and
systems employing AI and robotic systems.

One of the objectives of the ERAS ontology standard is to
facilitate its adoption by domain-specific applications that seek
to adhere to its ethical commitments as formalized in CLIF
axioms. Since many such systems will likely be developed
by designers familiar with Ontology Web Language (OWL)
a mapping from CLIF axioms to OWL DL axioms facilitates
this objective Because OWL DL is less expressive than the
FOL semantics of CLIF the mapping will only be approximate.
Equivalent OWL DL expressions can be defined for ERAS
concepts and relationships but not for all of the CLIF semantic
axioms listed in Table II.

The certification of autonomous system implementations
based on the ethical principles entailed in the ERAS standard
will also require verification of capabilities not specifically
referenced in the vocabulary of the standard. These include
security, privacy, and safety features so that such systems
can be protected from unauthorized access, from hacking and
installation of malicious components, and from the theft of
information. In addition, system and user information should
be protected with the application of current encryption stan-
dards throughout the life cycle of the system. Therefore, while
a demonstration of expected ethical behaviors is required,
it is also important that the ethically aligned autonomous
systems demonstrate safe, reliable, secure, and trustworthy
operations in order to secure public trust prior to system
deployments.

V. CONCLUSION

The IEEE 7007-2021 Standard is arguably a bold, initial
step toward documenting a common view and understanding
of what it means for Robotic and Autonomous Systems to
be imbued with ethical behaviors, nevertheless, there is still
substantial work remaining. Even though this standardization
is expected to help homogenize the view on the field, the
public view and normative frameworks on the topic are
likely to evolve and change, which will probably impact
the IEEE 7007-2021 in the long run. Second, it is expected
that other research projects may extend and specialize the
ontologies in the IEEE 7007-2021 toward specific subdomains
and applications. Finally, better validation of the ontologies in
the current standard will be achieved, as applications using it
are developed and deployed. A mapping of the ERAS CLIF
axioms into approximate OWL DL axioms for each ERAS
ontology has been completed and will be made available at a
future date.

APPENDIX

A. Example OWL Axioms for NEP EMR Extended Model

The EMR use case introduced in Section III is augmented
here with selected axiom examples and comments explaining
the defining OWL expressions. Fig. 8 compares corresponding
axioms for the ERAS concepts Entity, Norm, and Agent Plan
as they are defined in CLIF and then mapped to OWL. Fig. 9
presents example OWL axioms specifying relationships, and
concepts for the M1 application level entities mapped from
the relevant ERAS subdomain ontologies.

The EMR concepts are specified using OWL class—
subclass constructs. The EMR subclass associations define
respective TLO, and NEPs core ERAS concepts as super-
classes of the EMR classes. For example, the EMR Agent Plan
is a subclass of the NEP Agent Plan.

Relationships are defined by specifying the respective
domain and range classes for the relationship. Thus, the
constraints relationship associates an instance of the NEP
Deontological Norm with an instance of EMR Agent
Action.

Fig. 9 also shows the OWL instance M0 definitions for
some of the OWL classes as well as asserting some factual
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Fig. 8. CLIF and OWL axioms for ERAS concepts.

Fig. 9. Example OWL axioms for EMR model.

relationships for the created instances. As an example, the
“area1” and “wobegon” individuals are defined as instances
of the EMR Area class where “area1” encompasses the
“wobegon” area. and where “wobegon” has the property of
“high risk.”

The last two portions of Fig. 9 depict the SWRL rules
that specify the commitments for the two deontological norms
in the example scenario. Each rule is composed with a
conjunction of facts as preconditions that when true establish
the post-condition predicates as facts in the OWL application

ontology. The predicates with “?” prefixes represent free
variables that may be bound or grounded to OWL instances
during a reasoning process.

In the example Prohibition rule, the rule specifies that when
there is an Area instance that has the property of “unsafe”
and when that area instance is the destination of an Agent
Action instance labeled “evac the area” and when there is
a Prohibition Norm instance labeled “safe evacuation” that
constrains the Agent Action, the consequent facts stipulating
that the state of the Prohibition Norm is “activated” and that
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the “evac the area” Agent Action is “disabled” are to be
asserted.
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